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MSI18:
 ScalLAPACK as a favorite case * pMatlab
 Applications * Star-P
« Software structure =
« Basic Linear Algebra Subprograms (BLAS)
* Linear Algebra PACKage (LAPACK)
» Basic Linear Algebra Communication Subprograms (BLACS)
« Parallel BLAS (PBLAS)

« Data layout
» Data distribution
» Array descriptors

 How to define what is needed?
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ScaLAPACK: Applications

Performance of four science-of-scale applications
that use ScalLAPACK functionalities on an IBM SP

Number of Performance
Project processors (% of peak)
Electromagnetic Wave-Plasma Interactions 1,936 68%
Cosmic Microwave Background Data Analysis 4,096 50%
Terascale Simulations of Supernovae 2,048 43%
Quantum Chromodynamics at High Temperatures 1,024 13%

BOOMERanG 2000 (Nature) — 8147 x 14 arcminute pixels using MCURIE
T T T T T T T

Induced current (white arrows) and charge density
(colored plane and gray surface) in crystallized
glycine due to an external field (Louie, Yoon,
Pfrommer and Canning), eigenvalue problems solved

with ScaL APACK.
Advanced Computational Research in Fusion (SciDAC

Project, PI Mitch Pindzola). Point of contact: Dario Mitnik

Dezination (degroes)

(Dept. of Physics, Rollins College). Mitnik attended the L N E
workshop on the ACTS Collection in September 2000. Since it  The gucentions L]

gy B | memre S ane Ly

then he has been actively using some of the ACTS tools, in s
particular ScaLAPACK, for which he has provided insightful

feedback. Dario is currently working on the development, The international BOOMERanG i
testing and support of new scientific simulation codes collaboration announced results of —
related to the study of atomic dynamics using time- the most detailed measurement of the cosmic microwave background
dependent close coupling lattice and time-independent radiation (CMB), which strongly indicated that the universe is flat (Apr. 27,
methods. He reports that this work could not be carried out 2000). Likelihood methods implemented in the MADCAP software package,
in sequential machines and that ScalLAPACK is fundamental using routines from Scal APACK, were used to examine the
) for the p ara//;//{arlon Sy coc{es large dataset generated by BOOMERanG.
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ScaLAPACK: software structure

http://acts.nersc.gov/scalapack

Version 1.7 released in August 2001; recent
NSF funding for further development.

ScaLAPACK

Global
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ScaLAPACK: goals

« Efficiency

*  Optimized computation and communication engines

* Block-partitioned algorithms (Level 3 BLAS) for good node performance
« Reliability

*  Whenever possible, use LAPACK algorithms and error bounds.
e Scalability

* As the problem size and number of processors grow

* Replace LAPACK algorithm that did not scale (new ones into LAPACK)
* Portability

» Isolate machine dependencies to BLAS and the BLACS
* Flexibility

*  Modularity: build rich set of linear algebra tools (BLAS, BLACS, PBLAS)
« Ease-of-Use

» (Calling interface similar to LAPACK
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BLACS

(Basic Linear Algebra Communication Subroutines)

* A design tool, they are a conceptual aid 1n design and
coding.
e Associate widely recognized mmnemonic names with
communication operations. This improves:
e program readability
 self-documenting quality of the code.
* Promote efficiency by identifying frequently occurring

operations of linear algebra which can be optimized on
various computers.
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BLACS: basics

* Processes are embedded 1n a two-dimensional grid.
0 1 2 3

0 0 1 2 3

1 4 5 6 7

2 8 9 10 (| 11

e An operation which involves more than one sender
and one receiver is called a scoped operation.

All processes in a process row participate.

Column All processes in a process column participate.

_ All processes in the process grid participate.
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BLACS: example

(out) uniquely identifies each process

(out) number of processes available e The BLACS context is the
* Get system information / BLACS mechanism for

ALL BLA PINF IAM. NPR (in) integer handle indicating the context D ..
€ 2 O ! ocs (in) use (default) system context partitioning communication
* Get default system c %/ (out) BLACS context space

CALL BLACS GET( 0, 0, ICTXT )

* A message in a context cannot

M be sent or received in another
* Define 1 x (NPROCS/2+1l) process grid (output) process row and context.
NPROW = 1 column coordinate
* The context allows the user to
NPCOL = NPROCS / 2 + 1

* create arbitrary groups of

CALL BLACS GRIDINIT( ICTXT, ‘Row’, NPROW, NPCOL )
- processes

CALL BLACS GRIDINFO( ICTXT, NPROW, NPCOL, MYROW, MYCOL ) )
- * create multiple

* If I'm not in the grid, go to end of program . . e .
<! o - overlapping and/or disjoint

IF( MYROW.NE. -1 ) THEN SL’IHlXt()pI'()C(ZSS (1,0) .
N o grids
IF( MYROW.EQ.0 .AND. MYCOL.EQ.0 ) THEN
CALL DGESD2D( ICTXT, 5, 1, X, 5, 1, 0) » isolate each process grid so
CALL DGERV2D( ICTXT, 5, 1, ¥, 5, 0, 0 ) .
END IF w_ with each other
M receive X from process (0,0) * BLACS context < MPI
CALL BLACS GRIDEXIT( ICTXT ) < leave context communicator
END IF
CALL BLACS EXIT( O ) <—— exitfrom the BLACS See http://www.netlib.org/blacs
END for more information.
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PBLAS

(Parallel Basic Linear Algebra Subroutines)

* Similar to the BLAS 1n portability, functionality and naming;:

» Level 1: vector-vector operations
» Level 2: matrix-vector operations

» Level 3: matrix-matrix operations

CALL DGEXXX( M, N, A( IA, JA ), LDA, ... ) BLAS
CALL PDGEXXX( M, N, A, IA, JA,x) PBLAS
 Built atop the BLAS and BLACS array descriptor
(see next slides)
* Provide global view of in
. N_
the matrix operands i
N
IA——> _ _
" v AJAIA+M-1,JA:JA+N-1)
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ScaLAPACK: data layouts

« 1D block and cyclic column distributions

o 1 2 3 e pledlplee pilee §lee Ui
G101 |Qf¥|0 |1
2(3|2|3(2|3]|2)|3
g(1|0|1|0]|1 1

g(1|2|3|0(1|2)|3 2|3|2|3|2(3(2]3
g(1|0|1|0]|1 1
2(3|2|3(2|3|2)|3
L4 O 1 I T O O
2(3]2|3(2|3]|2|3

« 1D block-cycle column and 2D block-cyclic distribution
e 2D block-cyclic used in ScaLAPACK for dense matrices

~
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ScaLAPACK: 2D Block-Cyclic Distribution (1/2)

5x5 matrix partitioned in 2x2 blocks

[an an din Adw a15\

---------------------------------------------------------------

H e e e A E A e e E A e e e DR A e A A A A e A A AR EEAEEEE MR R R

~ /\:
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2x2 process grid point of view

a1 d12 diz  du
d2i @ ds3 1 d24
‘ dst  ds2  dss | | dss ds
ds1 ds2 ds| |dss du
d41 8242 dss | | d4s 3 d4s
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ScaLAPACK: 2D Block-Cyclic Distribution (2/2)

1.1 1.2 1.3 1.4 1.57

-2.1 2.2 2.3 2.4 2.5

-31 =32 3.3 34 3.5

-4.1 -42 -43 4.4 4.5

-51 -52 =53 -54 5.5
0 1

a1 di2 dis du

0 az1 a0 dxs] QA

ds1 ds2 dss ds3 Ass

ds ds2 dss dss das
1 2 3

d41 da dss dss A4
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CALL BLACS GRIDINFO( ICTXT, NPROW, NPCOL, MYROW, MYCOL )

IF

ELSE IF

ELSE IF

ELSE IF

END IF
M

(
A

A
A
(
A
A
(
A
A
A
(
A
A

MYROW.EQ.0 .AND. MYCOL.EQ.O|) THEN

(1) =1.1; A(2) = -2.1; A(3) = -5.1;

(1+4LDA) = 1.2; A(2+LDA) = 2.2; A(3+LDA) = -5.2;
(1+2*ILDA) = 1.5; A(2+3*LDA) = 2.5; A(3+4*LDA) = -5.5;
MYROW.EQ.O0 .AND. MYCOL.EQ.1l () THEN

(1) =1.3; A(2) = 2.3; A(3) = -5.3;

(l+4LDA) = 1.4; A(2+LDA) = 2.4; A(3+LDA) = -5.4;
MYROW.EQ.1 .AND. MYCOL.EQ.O|) THEN

(1) = -3.1; A(2) = -4.1; LDA is the leadi
(LAADRY) = 3,27 LIAUHIR) S ~d,2¢ dimens;f)ltl(ffte}?eiggal
(1+2*1LDA) = 3.5; A(2+3*LDA) = 4.5; array (see next slides)
MYROW.EQ.1 .AND. MYCOL.EQ.1l () THEN

(1) = 3.3; A(2) = -4.3; Array descriptor for A
(1+LDA) = 3.4; A(2+1LDA) = 4.4; (see next slides)

L~

CALL PDGESVD( JOBU, JOBVT, M, N, A, IA, JA, DESCA, S, U, IU,

Ju, DESCU, VT,
INFO )

IVT, JVT, DESCVT, WORK, LWORK,

MS48 (Numerical Software) - SIAM CSE05 Conference
Orlando, FL - February 14, 2005
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2D Block-Cyclic Distribution: pros and cons

* Ensures good load balance — performance and scalability
(analysis of many algorithms to justify this layout).

* Encompasses a large number of data distribution schemes

(but not all).
* Needs redistribution routines to go from one distribution to
the other.
Office of ”/'_:m] oA »/ .'j MS48 (Numerical Software) - SIAM CSE05 Conference
f Sc:ence / N Orlando, FL - February 14, 2005

13



ScaLAPACK: array descriptors

« Each global data object 1s assigned an array descriptor

* The array descriptor:

* Contains information required to establish mapping between a
global array entry and its corresponding process and memory location
(uses concept of BLACS context).

 Is differentiated by the DTYPE (first entry) in the descriptor.
« Provides a flexible framework to easily specify additional data
distributions or matrix types.
« User must distribute all global arrays prior to the invocation
of a ScaLAPACK routine, for example:
« Each process generates its own submatrix.

* One processor reads the matrix from a file and send pieces to other
processors (may require message-passing for this).
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Array Descriptor for Dense Matrices

DESC () Symbolic Name  Scope Definition

1 DTYPE_A (global) Descriptor type DTYPE_A=1 for dense matrices.

2 CTXT_A (global) BLACScontext handle.

3 M_A (global) Number of rows in global array A.

4 N_A (global) Number of columns in global array A.

5 MB_A (global) Blocking factor used to distribute the rows of
array A.

6 NB_A (global) Blocking factor used to distribute the columns
of array A.

7 RSRC_A (global) Process row over which the first row of the
array A is distributed.

8 CSRC_A (global) Process column over which the first column of
the array A is distributed.

9 LLD_A (local) Leading dimension of the local array.
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Array Descriptor for Narrow Band Matrices

DESC_() Symbolic Name Scope

1 DTYPE_A (global)
2 CTXT_A (global)
3 N_A (global)
4 NB_A (global)
5 CSRC_A (global)
6 LLD_A (local)
7 — —

~
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Definition

Descriptor type DTYPE_A=501 for 1 x Pc process
grid for band and tridi agonal matrices block-column
distributed.

BLACS context handle.

Number of columns in global array A.

Blocking factor used to distribute the columns of
array A.

Process column over which the first column of the
array A is distributed.

Leading dimension of the local array. For the
tridiagonal subroutines, this entry is ignored.
Unused, reserved.

MS48 (Numerical Software) - SIAM CSEO05 Conference
Orlando, FL - February 14, 2005
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Array Descriptor for Right Hand Sides for Narrow Band Linear Solvers

DESC_() Symbolic Name Scope

1

abhwbd

(o2}

VT@” Office of cecccy)

ill
| Science

DTYPE_B (global)
CTXT_B (global)
M_B (global)
MB_B (global)
RSRC_B (global)
LLD B (local)

~

U.S. DEPARTMENT OF ENERGY GOLLECTION

Definition

Descriptor type DTYPE_B=502 for Pr x 1 process grid
for block-row distributed matrices .

BLACS context handle.

Number of rows in global array B

Blocking factor used to distribute the rows of array B.

Process row over which the first row of the array B is
distributed.

Leading dimension of the local array. For the
tridiagonal subroutines, this entry isi gnored.
Unused, reserved.

MS48 (Numerical Software) - SIAM CSEO05 Conference
Orlando, FL - February 14, 2005
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On line tutorial: http://acts.nersc.gov/scalapack/hands-on/main. html

Hands-On Exercises for ScaLAPACK

ScaLAPACK Team
August 2002

Introduction

These exercises prowide basic and more advanced programming instruction for writing parallel programs calling the BLACS, FELAS, and
Scal APACK. A basic knowledge of Fortran, parallel programming with message-passing, and WPT are assumed. Some of the exercises
also require an understanding of two-dimensional block cyclic data distribution.

Detailed information on the BLACS, PELAS, and Scal. APACE may be found at the respective TRLs:

* hitp/fwrwrw netlib. orgfblacs
* hitp/fwrerw netlib orgfscalapack
* hitpofwrwrw netlib. orgfscalapacldpblas grefhtml

Exercises 1 and 2 give an introduction to parallel programming with the Basic Linear Algebra Communication Subprograms (BLACS).
Exercises 3, 4, and 5 prowvide a range of simphistic to more complex parallel programs calling ScaLAPACE and PBLAS More example
programs for ScalL AP ACE can be found at httpfwwmw nethb orgfscalapack/examples.

The mstructions for the exercises assume that the underlying system is an IBM S or a Cray T3E; using up to six processes that do
message-passing These example programs use WP as the undetlying message-passing layer. The version of MPT used i these examples is
the version 3.0, and we assume the user has this version mstalled.

These hands-on exercises were prepared in collaboration with the Joint Institute for Computational Science at the University of Tennessee,
based on contnbutions from A YarKhan, C. Hastings, 3. Blackford, C. Whaley, & Petitet and O. Marques.

Exercise 1: BLACS - Hello World Example
Exercise 2: BLACS - Pi Example

Exercise 3: ScalL APACEK - Example Program 1
Exercise 4: ScalL APACEK - Example Program 2
Exercise 5: PELAS Example

Addition Resources:

+ Block Cyclic Data Distnbution
+ TJzeful callng sequences
+ Download all exercizes

ScalLAPACK Tools Project Home Search




Exercise 3: S¢caLAPACK - Example Program 1 PROGRAM PSGESVDRIVER
*
Information: This is a wvery simplistic example program that solves a linear system by calling the Scal APACK i A X
routine PSGESY. More complete details of this example program can be found in Chapter 2 of the Scal APACE * Example Program solving Ax=b via ScalAPACK routine PSGESV
Users' Guide. This example program demonstrates the basic requirements to call a Scal APACK routine: initializing *
the process grid, assigning the matrix to the processes, calling the Scal APACK routine, and releasing the process
erid. * Parameters
This example program solves the 9-by-9 system of linear equations given by: *
/19 3 1 1z 1 16 1 3 11%  / xl % /D4 Local Scalars
] -19 3 1 1z 1 16 1 3 11 | | x2 | | o
] -19 -3 1 1z 1 16 1 3 11 | | x3 | [
| -19 -3 -1 12 1 16 1 3 11 | | x4 | | o
] 19 -3 -1 -12 1 16 1 3 11 | * | x5 | = | O |
| 19 -3 -1 -12 -1 16 1 3 11 | | x6 | | o * Local Arrays
| -19 -3 -1 -1z -1 -16 1 3 11 | | ®x7 | | o
| -19 3 -1 -1z -1 -16 -1 3 11 | | ®xB | | o
Yy -19 -3 -1 -12 -1 -16 -1 -3 11/ N %9/ \ O/ * Executable Statements
using the ScalL APACE driver routine PSGESV. The ScalLAPACEK routine PSGESV solves a system of linear *
equations A *X¥ = B, where the coefficient matrix (denoted by A) and the right-hand-side matrix (denoted by 5) are * INITIALIZE THE PROCESS GRID
real, general distributed matrices. The coefficient matrix A is distributed as depicted below and, for simplicity, we *
shall solve the system for one right-hand side (NRIS=1), that is, the matrix £ is a vector. The third element of the
matrix B is equal to 1, and all other elements are equal to 0. After solving this system of equations, the solution CALL SL INIT( ICTXT, NPROW, NPCOL )
vector Ls given by CALL BLACS_GRIDINFO( ICTXT, NPROW, NPCOL, MYROW, MYCOL )
Fox1 / o\
| x2 | | -1/5 | . :
| ig o vz If I'm not in the process grid, go to the end of the program
| x4 | | o |
I ®5 | = | o |
| %6 | [ IF( MYROW.EQ.-1 )
| ®x7 | | -1/2 |
| k8 |1 1/6 | $ GO TO 10
Y x9 / A} o/ *
Let us assume that the matriz 4 is partitioned and distributed such that we have chosen the row and column bleck * DISTRIBUTE THE MATRIX ON THE PROCESS GRID
sizes as MB=NB=2, and the matrix is distributed on a 2-by-3 process gnd (P_r=2, P_c=3). The partitioning and * Initialize the array descriptors for the matrices A and B
distribution of our example matrix A is represented in the two figures below, where, to aid visualization, we use the *
notation s=19, c=3, a=1, =12, p=16, and k=11.
CALL DESCINIT( DESCA, M, N, MB, NB, RSRC, CSRC, ICTXT, MXLLDA,
Partioning of global matrixz A: $ INFO )
s e] a 1] Il a el k CALL DESCINIT( DESCB, N, NRHS, NB, NBRHS, RSRC, CSRC, ICTXT,
eoelbe b» o elx $ MXLLDB, INFO )
-8 -c | a 1] | a c] k
-8 -C | -a 1] | a c] k
Generate matrices A and B and distribute to the process grid
-8 -oc | -a -1 | | a c] k
-8 -oc | -a -1 | | a c] k
CALL MATINIT( A, DESCA, B, DESCB )
-8 -oc | -a -1 | a c] k
-% c | -a -1 | -a c] k
e e il tait el b e ek Make a copy of A and B for checking purposes
May of matrix A onto process grid (P_r=2, P_c=3). Note, for example, that process (0,0) contains a local arrar
A process grid (P=2, P _e=3) ple, that process (0,0 ¥ CALL PSLACPY( 'All', N, N, A, 1, 1, DESCA, AO, 1, 1, DESCA )
CALL PSLACPY( 'All', N, NRHS, B, 1, 1, DESCB, BO, 1, 1, DESCB )
o 1 2 *
s | a ¢l a 1| k| * CALL THE SCALAPACK ROUTINE
. | | 1 k1 .
T * Solve the linear system A * X = B
-= -c | a cl|] -a -1 | k| i} *
-5 -c | a c | —a -1 | k|
CALL PSGESV( N, NRHS, A, IA, JA, DESCA, IPIV, B, IB, JB, DESCB,
-8 -¢ | -a -¢ | -a -1 | k|
, \ $ INFO )
-8 -e | a ] a 1| k|
-8 -e | a e©]-a 1| k|
1 M
-8 -C | a [ -a -1 | k|
-8 o | -a C -a -1 | k|




Contents of hands-on/example()

< =0 jgttrdrv.c (pdditrdrv.f): illustrates the

[ /usr/common/howes fofosni fhands-onfexanplel] Iz -la

fotal 224 use of the ScaLAPACK routines
drexr=2r-x 2 osni KL 8192 Aug 18 12:39 .

drexr-xr-x 8§ osni w34l 8192 Aug 17 15:51 .. PDD TTRF and PDD TTRS to faptpr and
-ruxr-xr-x 1 osni 340 2906 Aug 18 12:39 A.SUD solve a (diagonally dominant) tridiagonal
-ruxr-xr-x 1 osni w340 2700 Aug 18 12:39 A.dat

-ruxr-xr-x 1 osni w340 3953 Aug 18 12:39 pddttrdrv.c | system of linear equations Ix = b. After

-ruxr-%r-x 1 osni [EE] 3705 Aug 18 12:39:pddttrdry.f . . : :
1 osni w340 365 Aug 18 12:39 pddtirdry. job compilation, it can be executed with

1 osni w340 13 Aug 18 12:39 pdgesvddry.dat lsubmit pddttrdrv.job.
1 o=ni KL 6951 Aug 12.12:32. pdeesvddry.f

1 o=ni KL 369 Aug 1% 12:39 pdeesyddry. job_3
1 o=ni w340 369 Aug 1& 12:39 pdeesyddry. job_4 .3
1 osni w340 6160 Aug 18 12:39 pdptir 7.c pdpttr_2.c (pdptir_2.f): illustrates the use

1 osni 4284 Aug 13 12:39:pdntte 2. f of the ScaLAPACK routines PDPTTRF

: and PPPTTRS to factor and solve a
symmetric positive definite tridiagonal
system of linear equations 7x = b, in two
distinct contexts. After compilation, it can
be executed with llsubmit pdpttr 2.job.

pdgesvddrv.f: reads a (full) matrix 4 from a file, distributes 4 among the available processors and then
call the ScaLAPACK subroutine PDGESVD to computed the SVD of 4, A=USV T. It requires the file
pdgesvddrv.dat, which should contain: line 1, the name of the file where 4 will be read from; line 2,
the number of rows of 4; line 3: the number of columns of 4. Considering the file 4.dat:

 if m=n=10 the results are given in the file 4.SVD
« ifm=10, n=7: diag(S)=[ 4.4926 1.4499 0.8547 0.8454 0.6938 0.4332

0.2304]
« if m=7,n=10: diag(S)=[4.5096 1.1333 1.0569 0.8394 0.87108 0.5405 0.2470]
Z@j; Office of [;—r>| m 3 MS48 (Numerical Software) - SIAM CSEO05 Conference 20
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Data distribution for pdpttr 2.c (pdpttr 2.f)

~

> Pes 0 and 2

/

> Pes 1 and 3

11.8180] [0.8385 T )
0.8385 [1.6602] [0.5681 MU RN I I
0.5681 [1.3420] [0.3704 MU BNC I 3813
0.3704 [1.2897] [0.7027 NUR NI I

0.7027 [1.3412] [0.5466 MUBNC IR

0.5466 [1.5341] [0.4449 MUBNCII G

0.4449 [1.7271] [0.6946] [+ (x| |7
0.6946 [1.3093|fx( x| [8:

PP Fansnsnsn <4 Geses  weead
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/**********************************************************************

;* This program illustrates the use of the ScalAPACK routines PDPTTRF

*

/i and PPPTTRS to factor and solve a symmetric positive definite

*

/i tridiagonal system of linear equations, i.e., T*x = b, with

*

/i different data in two distinct contexts.
;i*********************************************************************

/
/* a bunch of things omitted for the sake of space */

main ()

{

/* Start BLACS */
Cblacs_pinfo( &mype, &npe );
Cblacs_get( 0, 0, &context );
Cblacs_gridinit( &context, "R", 1, npe );
/* Processes 0 and 2 contain d(1:4) and e(1:4) */
/* Processes 1 and 3 contain d(5:8) and e(5:8) */
if ( mype == 0 || mype == 2 ){
d[0]=1.8180; d[1]=1.6602; d[2]=1.3420; d[3]=1.2897;
e[0]=0.8385; e[1]=0.5681; e[2]=0.3704; e[3]=0.7027;
}
else if ( mype == || mype == 3 ){
d[0]=1.3412; d[1]=1.5341; d[2]=1.7271; d[3]=1.3093;
e[0]=0.5466; e[1]=0.4449; e[2]=0.6946; e[3]=0.0000;
}
if ( mype == || mype == 1) {
/* New context for processes 0 and 1 */
map[0]=0; map[1l]=1;
Cblacs_get( context, 10, &context_ 1 );
Cblacs_gridmap( &context 1, map, 1, 1, 2 );
/* Right-hand side is set to b= [ 12 34567 81] */
if ( mype == 0 ) {
b[0]=1.0; b[1]=2.0; b[2]=3.0; b[3]=4.0;
}
else if ( mype == 1 ) {
b[0]=5.0; b[1]=6.0; b[2]=7.0; b[3]=8.0;
}
/* Array descriptor for A (D and E) */
desca[0]=501; desca[l]=context 1; desca[2]=n; desca[3]=nb;
desca[4]=0; desca[5]=1da; desca[6]=0;
/* Array descriptor for B */
descb[0]=502; descb[l]=context 1; descb[2]=n; descb[3]=nb;
descb[4]=0; descb[5]=1db; descb[6]=0;
/* Factorization */
pdpttrf( &n, d, e, &ja, desca, af, &laf,
work, &lwork, &info );
/* Solution */
pdpttrs( &n, &nrhs, d, e, &ja, desca, b, &ib, descb,

else {
/* New context for processes 0 and 1 */
map[0]=2; map[1l]=3;
Cblacs_get( context, 10, &context 2 );
Cblacs_gridmap( &context 2, map, 1, 1, 2 );
/* Right-hand side is set to b= [ 8 7 6 54 3 21 ] */
if ( mype == 2 ) {
b[0]=8.0; b[1]=7.0; b[2]=6.0; b[3]=5.0;
}
else if ( mype == 3 ) {
b[0]=4.0; b[1]=3.0; b[2]=2.0; b[3]=1.0;
}
/* Array descriptor for A (D and E) */
desca[0]=501; desca[l]=context 2; desca[2]=n; desca[3]=nb;
desca[4]=0; desca[5]=1da; desca[6]=0;
/* Array descriptor for B */
descb[0]=502; descb[l]=context 2; descb[2]=n; descb[3]=nb;
descb[4]=0; descb[5]=1db; descb[6]=0;
/* Factorization */
pdpttrf( &n, d, e, &ja, desca, af, &laf,
work, &lwork, &info );
/* Solution */
pdpttrs( &n, &nrhs, d, e, &ja, desca, b, &ib, descb,
af, &laf, work, &lwork, &info );
printf( "MYPE=%i: x[:] = %7.4f %7.4f %7.4f %7.4f\n",
mype, b[0], b[1], b[2], b[3]);
}
Cblacs_gridexit( context );
Cblacs_exit( 0 );

Using Matlab notation:

T = diag(D)+diag(E,-1)+diag(E,1)
where

D

1
E

[ 1.8180 1.6602 1.3420 1.2897 1.3412 1.5341 1.7271 1.3093

[ 0.8385 0.5681 0.3704 0.7027 0.5466 0.4449 0.6946 ]
Then, solving T*x = b,
ifb=[123456 7 8]

x = [ 0.3002 0.5417 1.4942 1.8546 1.5008 3.0806 1.0197 5.5692
1

= Q = = Q-5
ITO = [ 6 176 09 & 5 < 1]

x = [ 3.9036 1.0772 3.4122 2.1837 1.3090 1.2988 0.6563 0.4156
1




2D Block-Cyclic Distribution

http://acts.nersc.gov/scalapack/hands-on/datadist. html

rﬁ ScalAPACK Block Cyclic Data Distribution
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Block Cyelic Data Distribution

The block cyclc data distribution used by Scal APACEK is justified by the analysis of many algorithms mtended
for near algebra calculahons and by the goal of achieving good load balancmg,

Tse the entries in the form below to specify the matrix dimensions, blocking, and process grid configuration
(note the acceptable values between parentheses). Then click on "distribute data": a new window will pop up
with the corresponding block cyclic distribution. The defaults correspond to those of the matrix A nsed in
Exzercise 3.

IMote that although the PBLAS allow for non-square blocking factors, most Scal APACHK routines do not,
because of alignment constrants (which vary from routine to routine)

3 (=0, <101)
] (=0, <101)

mumber of rows
matriz dimensions
mumber of columns

-

rows per block 2 (=0}
matrix blocking
columns per block 2 (=0}
rows 2 (=0
process gnd
columns 3 (=0
distribute data
ScalLAPACK Tools Project Home Search
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~
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[XF Block Cyclic Data Distribution - Mozilla I ] [
Block Cyclic Data Distribution
A = glebal array, B = local array
array indices start at 1
Frocess Array Walues
{caardinates) g
EB[1,1]=A[1,1] B[1,2]=A[1,2] B[2,1]=A[2,1] B[2,2]=4A[2,2] B[1,3]=A[17]
0 B[14]=A[1,8] B[2,3]=A[2,7] B[24]=A[2,8] B[3,1]=A[5,1] B[3,2]=A[5,2]
foL0 EB[4,1]=416,1] B[4,2]=4A[6,2] B[3,3]=4A[5,7] B[34]=4[58] B[4,3]=4A[6,7]
EB[4,41=416,8] B[5,11=4[%,1] B[5,2]=A[3,2] B[5,3]=4[%7] B[54]=A[9.8]
1 EB[1,1]=A[1,3] B[1,2]=A[1,4] B[2,1]=A[2,3] B[2.2]=4A[24] B[1,3]=A[1,9]
II 0.0 B[2,3]=A[2,9] B[3,11=A[5,3] B[3,2]=A[5,4] B[4,1]=4A[5,3] E[4,2]=A[64]
: B[3,3]=A[5,9] B[4,3]=A[5,9] B[5,1]=A[9,3] B[5,2]=A[%4] B[53]=A[9,9]
2 EB[1,1]=A[1,5] B[1,2]=A[1,6] B[2,1]=A[2,5] B[2,2]=4A[2,6] B[3,1]=A[5,5]
0.2 EB[3,2]=A[5,6] B[4,11=A[6,5] B[4,2]=A[6,6] B[5,11=4A[%,5] B[5,2]=A[9.6]
EB[1,1]=4A[3,1] B[1,2]=A[3,2] B[2,1]=A[4,1] B[2,2]=4A[4,2] B[1,2]=A[37
3 B[1,4]=4A[3.8] B[2.3]=A[4,7] B[24]=A[4.8] B[3,1]1=A[7,1] B[3,2]=4A[7.2
1.0 EB[4,1]=4[8,1] B[4.2]=A[3,2] B[3,3]=4[7.7] B[3.4]=4[7.8] B[4,3]=4[87]
E[4,4]=A[3.8]
4 EB[1,1]=4A[3,3] B[1,2]=4A[3,4] B[2,1]=4[4,3] B[2,2]=4[4,4] B[1,3]=A[3,9]
'y EB[2,3]=4A04,9] B[3,11=4[7.3] B[32]=A[7.4] B[4.11=4[3,3] B[4.2]=A[8.4]
(4) B[3,3]=4A[7.9] B[4.3]=A[3,9]
5 B[1,1]=A[3,5] B[1,2]=A[3.6] B[2,1]=A[4,5] B[2.2]=A[4.6] B[3,1]=A[7.5]
1,2) B[3,2]=A]7.6] B[4,11=A[8,5] B[4,2]=A[8,6]
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Global Arrays (GA) wrappers

http://www.emslpnl.gov/docs/global/ga. html

* Simpler than message-passing for many ‘

applications Distributed Data: data is explicitly

associated with each processor,
accessing data requires specifying the
location of the data on the processor and
the processor itself.

Shared Memory: data is an a globally
accessible address space, any processor

« Complete environment for parallel code
development

» Data locality control similar to distributed
memory/message passing model

« Compatible with MPI can access data by specifying its location
using a global index.
* Scalable GA: distributed dense arrays that can be
accessed through a shared memory-like style.
The function
Fortran integer funetion ga solvelg a, g b)
C int GL Solvelint g &, int g h)
C++ int GL::Globalldrray::solve (const GLi:Globallrray * g a)

solves a systemn of bnear equations A ¥4 = 5 It first will call the Cholesky factorization routine and, if successfil, will
solve the system wath the Cholesky solver. If Cholesky 15 not able to factonzed, then it will call the LT factonzation
routine and will solve the system with forwardbackward substitution. On exit B will contain the solutiond”
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Conclusions

e Different mechanisms for supporting the MSI18:
distribution of data are needed e pMatlab
» Applications require different levels of * Star-P
abstraction —
PyACTS:
» Choice of scripting language: Python
« Uses PyMPI and Numeric
 Intended for testing and not high-performing
production runs.
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